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1. Introduction 
Indonesia is a country with a diverse cultural heritage, especially related to traditional fabrics 

originating from various regions. Sarong and Batik are traditional fabrics from Indonesia. Since its 
inception, Batik has continued to expand in popularity within Indonesian society [1]. Moreover, Batik 
was inscribed on UNESCO's global cultural heritage sites list in 2009 as the Indonesian state's identity 
[2]. Batik is now used for regional celebrations and uniforms for institutions and events across the globe. 
Even Batik has evolved into a fashion trend that may be seen in a variety of professional and informal 
settings throughout one's daily life. The presence of a specific theme distinguishes Batik from distinct 
regions. The batik themes found in the province of Central Java, particularly in the city of Semarang, 
are diverse and one-of-a-kind. 

Semarang batik has an identity of patterns and motifs that highlight the characteristics and icons of 
the city of Semarang. The Semarang Batik motif is marked by the appearance of the Tugu Muda motif, 
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 Batik is a sort of cultural heritage fabric that originated in many areas of 
Indonesia. It can be traced back to many different parts of Indonesia. Each 
region, particularly Semarang in Central Java, Indonesia, has its Batik 
design. Unfortunately, due to a lack of knowledge, not all residents can 
recognize the types of Semarang batik. Therefore, this study proposed an 
automated method for classifying Semarang batik. Semarang batik was 
classified into five categories according to this method: Asem Arang, 
Blekok Warak, Gambang Semarangan, Kembang Sepatu, and Semarangan.  
It is required to analyze the color features based on the color space to 
develop discriminative features since color was able to differentiate these 
batik patterns. Color features were produced based on the RGB, HSV, YIQ, 
and YCbCr color spaces. Four different kernels were used to feed these 
features into the Support Vector Machine (SVM) classifier: linear, 
polynomial, sigmoid, and radial basis functions. The experiment was carried 
out using a local dataset of 1000 batik images classified into five classes 
(each class contains 200 images). A cross-validation test with a k-fold value 
of 10 was performed to analyze the method. In each of the SVM Kernels, 
the results showed that the proposed method achieved an accuracy value of 
100% by utilizing the YIQ color space, which was reliable throughout all 
the tests.     
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the Lawang Sewu building, and other historical buildings, followed by additional ornaments in the form 
of flora and fauna motifs like Peacocks, Roses, Storks, Blekok birds, Tamarind fruit. In addition, the 
hallmark of Semarang batik is the indentation at the bottom of the fabric. Another characteristic of 
Batik Semarang is related to coloring; it has a variety of colors for different types of Batik, with colors 
that tend to be dark. The diversity of motifs and colors causes people to be unable to recognize the types 
of Semarang Batik due to a lack of knowledge. Therefore, an automatic method for Semarang batik 
classification was needed. 

The studies related to the classification of Semarang Batik are still limited. However, several previous 
studies related to the classification of Batik based on image processing have been developed. This study 
consisted of three main processes: pre-processing, feature extraction, and classification, as in [3]–[9]. 
Scaling and rotating of images are performed by pre-processing, followed by feature extraction using the 
multiwindow and multiscale extended center symmetric local binary patterns (MU2ECS-LBP) 
algorithms. The classification method utilized k-nearest neighbor (KNN) and artificial neural networks 
(ANN). The experiment results indicated that the MU2ECS-LBP algorithm implementation attained 
optimal performance, with a 99% accuracy value [10]. Meanwhile, batik detection using ANN has 
employed texture characteristics based on the Gray Level Co-occurrence Matrix (GLCM) technique. 
The backpropagation algorithm compared the Scaled conjugate gradient (trainscg) and Levenberg-
Marquardt algorithm training methods (trainlm). The results indicated the accuracy acquired by training 
with the Scaled conjugate gradient (trainscg) algorithm was 84.12% greater than that obtained by 
training with the Levenberg-Marquardt (trainlm) algorithm of  86.11% [11]. 

The nonlinear mapping between design parameters and visual cognitive image (VCI) values have been 
modeled using pattern design based on shape grammar features and an ANN as a classifier. The genetic 
algorithm (GA) was used to optimize the three-layer ANN model to optimize the composition and 
produce new patterns of their VCIs. Experiments on the generative design of bronze drum patterns with 
considerable ethnic and religious significance established and validated the workflow and effectiveness of 
the offered method. The experimental results were demonstrated by predicting composition VCI values, 
providing an optimal parameter solution, and decompiling conceptual prototypes from pattern structures 
that properly satisfy consumers' visual cognitive needs [12]. Texture features were derived from GLCM, 
and color features were extracted from each channel of RGB color space. The acquired results had a 
precision of 90.66%, a recall of 94%, and an accuracy of 94%. Additionally, the Bag of Features (BOF) 
combination classified batik images using a Scale Invariant Feature Transform (SIFT) and an SVM 
classification. The experiment achieved a classification accuracy of 97.67% for unrotated Batik images, 
95.47% for rotated Batik images, and 79% for scaled Batik images [13]. 

Bomba traditional textiles had to be classified using data classification to determine the motif of each 
Bomba textile pattern and place it in the appropriate class. The textural characteristic of the Bomba 
textile motif was used to categorize it. The GLCM method was used to extract texture features from the 
texture data. It was then decided to employ the Bomba textile pattern to incorporate textural features 
using the Quadratic Support Vector Machine (QSVM) approach. Single texture features improve the 
accuracy of the classification model by combining all of the features from all possible angles. An accurate 
motif classification model for the Bomba textile was constructed in this study, and the model had a 
classification accuracy of 94.6% and an error rate of 5.4% [14]. 

Previous studies have performed many efforts to develop the Batik classification. However, it is still 
challenging because the features utilized may not be selective, and the illumination regularly influences 
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the Batik image feature extraction outcomes. This study aims to investigate the color features of the 
Batik Semarang classification. The Semarang Batik was divided into five classes: Asem Arang, Blekok 
Warak, Gambang Semarangan, Kembang Sepatu, and Semarangan. The main contributions of this study 
are: 

- The color features were extracted in four color spaces, including RGB, HSV, YIQ, and YCbCr, to 
get the most discriminatory features.  

- The features were fed into the SVM classifier using four kernels (linear, polynomial, sigmoid, and 
Radial Basis Function) to produce optimal method performance. 

The remainder of the paper is structured as follows. Section 2 discusses the classification approach 
proposed for Semarang Batik, covering the dataset used in this study, pre-processing, feature extraction, 
classification, and the performance evaluation method. Based on the experiments, Section 3 discusses 
the performance results of the proposed method. Section 4 is the conclusion of the paper. 

2. Method  
Specifically, this study aimed to analyze color features to determine the most discriminatory features 

to develop a robust classification method for Semarang Batik. Training and testing are the two phases 
of the proposed method. Pre-processing, feature extraction, and classification were the three main 
processes in both steps. The proposed method, which divides Batik Semarang into five classes: Asem 
Arang, Blekok Warak, Gambang Semarangan, Kembang Sepatu, and Semarangan, is represented in Fig. 
1. The performance evaluation was subjected to assess the proposed method's robustness.  

 

Fig. 1.  The main processes of the proposed method for Semarang Batik classification 

2.1. Semarang Batik Dataset 
There are five distinct types of Semarang Batik in the dataset, which are as follows: Asem Arang, 

Blekok Warak, Gambang Semarangan, Kembang Sepatu, and Semarangan. Each class comprises 200 
images, resulting in a total of 1000 images included in the dataset. The Batik fabric was captured with 
an integrated camera on an iPhone 6s in a well-lit indoor space for all images. With the camera 
perpendicular to the item, the distance between the camera and the object ranged from 30 to 60 cm. 
The Batik images were stored in JPEG format with a resolution of 3024 × 4032 pixels. The image example 
of the Semarang Batik dataset is depicted in Fig. 2. 
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2.2. Pre-processing 

The first step in this process was to reduce the size of the original image from 3024 × 4032 pixels to 
256 × 256 pixels [11] to lessen time. Subsequently, the RGB color space was converted to the HSV, YIQ, 
and YCbCr color spaces to produce the highest classification optimal results. RGB is a broad color space 
employed in the study related to the classification of Batik. On the other hand, previous studies have 
used various color spaces, such as HSV, YIQ, and YCbCr. While utilizing these color spaces, a conversion 
process based on the values in the RGB color space was required, which is defined in Equations (1) - (7) 
[15]–[17]. The sample image was resized and converted to RGB to HSV, YIQ, and YCbCr color space 
is shown in Fig. 3. 

 

Fig. 2.  The images example of the Semarang Batik dataset in various distances and angles 

2.2.1. Convert RGB to HSV color spaces 

 The following steps are followed to convert RGB to HSV color spaces, 

Step 1:  

The RGB values should be normalized from 0...1 to 0...255: 

𝑅𝑅′ =  𝑅𝑅
255

 ,𝐺𝐺′ =  𝐺𝐺
255

 ,𝐵𝐵′ =  𝐵𝐵
255

  (1) 

Step 2: Compute, 
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𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = max(𝑅𝑅′,𝐺𝐺′,𝐵𝐵′) and 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = min (𝑅𝑅′,𝐺𝐺′,𝐵𝐵′)  (2) 

 

Fig. 3.  The pre-processing image results: (a) resized image in RGB color space and (b) color space conversion. 

Step 3: 

∆ = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 − 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  (3) 

𝐻𝐻𝐻𝐻𝐻𝐻 =  

⎩
⎪
⎨

⎪
⎧60° × �𝐺𝐺

′−𝐵𝐵′
∆

𝑚𝑚𝑚𝑚𝑚𝑚6� ,𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 𝑅𝑅′

60° × �𝐵𝐵
′−𝑅𝑅′
∆

+ 2� ,𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 𝐺𝐺′

60° × �𝑅𝑅
′−𝐺𝐺′
∆

+ 4� ,𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 𝐵𝐵′

  (4) 

Step 4: Saturation  

𝑆𝑆 = �
0,𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 0
∆

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶
,𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 ≠ 0  (5) 

Step 5: Value 

V = Cmax  

2.2.2. Convert RGB to YcBcR color spaces 

�
𝑌𝑌
𝑐𝑐𝑐𝑐
𝑐𝑐𝑐𝑐
� = �

0.2568 0.5041 0.0979
−0.1482 −0.2910 0.4392
0.4932 −0.3678 −0.0714

� �
𝑅𝑅
𝐺𝐺
𝐵𝐵
� + �

6
128
128

�  (6) 

2.2.3. Convert RGB to YIQ color spaces 

�
𝑌𝑌
𝐼𝐼
𝑄𝑄
� = �

0.299 0.587 0.114
0.596 −0.274 −0.322
0.211 −0.523 0.312

� �
𝑅𝑅
𝐺𝐺
𝐵𝐵
�  (7) 
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2.3. Feature Extraction 
 In this study, the color could be a robust descriptor to distinguish five types of Semarang Batik 
patterns due to the dissimilarities in intensity distribution. Therefore, the color feature is applied using 
a color moment which consists of analyzing the most suitable color space as a descriptor of the value of 
mean (µ), the standard deviation (σ), median (m), the minimum (min), and maximum (max). Color 
moments are used because they have been successfully applied in previous studies regarding classification 
cases [17], [18]. These features are extracted on each channel in four color spaces, including RGB, HSV, 
YIQ, and YCbCr, to select the optimal color space to use as a description. A total of 60 features were 
generated in this study. The color moments features were calculated using Equation (8) – (12) [19]. 

𝜇𝜇𝑖𝑖 = ∑ = 1 1
𝑁𝑁
𝑝𝑝𝑖𝑖𝑖𝑖𝑁𝑁

𝑗𝑗   (8) 

where N is the number of pixels in the image and pij denotes the value of the jth pixel of the image at 
the ith color channel. 

𝜎𝜎 = ��1
𝑁𝑁
∑ = 1�𝑝𝑝𝑖𝑖𝑖𝑖 − 𝜇𝜇𝑖𝑖�

2𝑁𝑁
𝑗𝑗 �  (9) 

where µi is the mean value for ith color channel. 

𝑚𝑚 = 𝑥𝑥 + �
𝑓𝑓
2−𝑓𝑓𝑖𝑖𝑖𝑖
𝑓𝑓𝑖𝑖
�𝑝𝑝  (10) 

𝑚𝑚𝑚𝑚𝑚𝑚 = min (𝐼𝐼)  (11) 

𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑚𝑚𝑚𝑚𝑚𝑚 (𝐼𝐼)  (12) 

where I the intensity value of the pixels. The min value indicates the lowest value of the color channel; 
otherwise, the max value indicates the highest value of the color channel. The example of feature 
extraction from each type of Batik and color spaces is shown in Fig. 4.  

2.4. Classification 
The multi-class SVM method was used in this study due to its resilience in solving a variety of 

scenarios [14], [18]–[22]. The SVM classifier's primary goal is to get the f(x) function that specifies the 
ideal hyperplane, which is as heterogeneous as the zones of various classes [19]. As illustrated in Fig. 5, 
the hyperplane was detected when it successfully differentiated two or more classes of input data points. 
Data points of both types are represented by M, which is the distance from the hyperplane to the closest 
point. To increase the M's range, the following will be defined [23]: 

𝑚𝑚𝑚𝑚𝑚𝑚 ‖𝑤𝑤‖2

2
𝑠𝑠. 𝑡𝑡.∀ 𝑛𝑛. 𝑦𝑦𝑛𝑛(〈𝑤𝑤. 𝑥𝑥𝑛𝑛〉+ 𝑏𝑏) ≥ 1  (13) 

where a vector w defines the boundary, and the integer n indicates the number of inputs to the SVM. 
While xn is the input data point and b is a scalar threshold value. The optimal hyperplane problem SVM, 
f(x): 

𝑓𝑓(𝑥𝑥) =  ∑ 𝑦𝑦𝑛𝑛𝑎𝑎𝑛𝑛〈𝑥𝑥𝑛𝑛.𝑥𝑥〉+ 𝑏𝑏𝑡𝑡
𝑛𝑛=1   (14) 
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xn is the support vector having non-zero Lagranger multiplier an, and it should be us an ≥ 0. 

 

Fig. 4.  The example of feature extraction result 

 

Fig. 5.  An overview of the classification process using the SVM method 

In order to maintain a manageable computing load, SVM methods arrange their mappings in such a 
way that dot products can be efficiently computed regarding the parameters in the high dimensional 
space by specifying them in terms of a kernel function k (x, y) chosen for the issue. Linear, polynomial, 
sigmoid, or radial basis functions can be used as kernels. Several common kernels (K) are as follows [24]: 
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• Linear Function 

𝐾𝐾(𝑥𝑥,𝑥𝑥𝑖𝑖) = 𝑥𝑥𝑇𝑇𝑥𝑥𝑖𝑖 + 𝑟𝑟  (15) 

• Polynomial Function 

𝐾𝐾(𝑥𝑥,𝑥𝑥𝑖𝑖) = (𝛾𝛾𝑥𝑥𝑡𝑡𝑥𝑥𝑖𝑖 + 𝑟𝑟)𝜌𝜌 ,𝛾𝛾 > 0  (16) 

• Sigmoid Function 

𝐾𝐾(𝑥𝑥,𝑥𝑥𝑖𝑖) = 𝑡𝑡𝑡𝑡𝑡𝑡ℎ(𝛾𝛾𝑥𝑥𝑇𝑇𝑥𝑥𝑖𝑖 + 𝑟𝑟)  (17) 

• Radial Basis Function  

𝐾𝐾(𝑥𝑥,𝑥𝑥𝑖𝑖) = 𝑒𝑒𝑒𝑒𝑒𝑒 �−𝛾𝛾�|𝑥𝑥 − 𝑥𝑥𝑖𝑖|�
2
� , 𝛾𝛾 > 0  (18) 

The application of kernel functions is designed to transform data into a more complex three-
dimensional environment. Specifically, it operates on the closest points separating the hyperplane's 
points in this example. 

2.5. Performance Evaluation 
The performance evaluation of the proposed method was employed by applying the feature extraction 

method of color moments in each channel of four-color spaces: RGB, HSV, YIQ, and YCbCr, followed 
by multi-class SVM with four kernels to justify the most appropriate and robust color space against 
datasets used. It was decided to conduct the evaluation using a test dataset consisting of 1000 images 
(each class consists of 200 images) in this study. It was decided to use cross-validation with a k-fold value 
of 10 [17] for the data distribution for both the training and testing phases was selected. The 
performance evaluation results were obtained by incorporating color features derived from several color 
spaces and classification utilizing four types of kernels.  

Three parameters were used to evaluate the proposed method's performance: precision, recall, and 
accuracy. These parameters were determined using the multi-class confusion matrix. A confusion matrix 
is a tool for demonstrating the performance of classification methods by displaying the specifics of 
successfully classified and incorrectly classified data [25]. The confusion matrix for five courses in this 
study is presented in Fig. 6. They were Asem Arang (B1), Blekok Warak (B2), Gambang Semarangan 
(B3), Kembang Sepatu (B4), and Semarangan (B5).  

Xii represents the number of images classified correctly as Bi using the proposed method. Xij 
represents the number of images that should be classed as Bi but are classified as Bj using the proposed 
method. Otherwise, Xji represents the number of images that should be classed as Bj but are classified  

 

Fig. 6.  Confusion matrix for Semarang Batik classification with five classes 
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as Bi using the proposed method. These parameters had values ranging from 0 to 100. If the value was 
near 1, the proposed method was considered robust and reliable. The following parameters are used in 
the evaluation [14], [16]: 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑋𝑋𝑖𝑖𝑖𝑖
∑ 𝑋𝑋𝑗𝑗𝑗𝑗𝑛𝑛
𝑘𝑘=1

× 100,  (19) 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑋𝑋𝑖𝑖𝑖𝑖
∑ 𝑋𝑋𝑖𝑖𝑖𝑖𝑛𝑛
𝑘𝑘=1

× 100,  (20) 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = ∑ 𝑋𝑋𝑖𝑖𝑖𝑖𝑛𝑛
𝑖𝑖=1

∑ ∑ 𝑋𝑋𝑖𝑖𝑖𝑖𝑛𝑛
𝑗𝑗=1

𝑛𝑛
𝑖𝑖=1

× 100.  (21) 

3. Result and Discussion 
The proposed method could produce the highest accuracy only with the color features of the YIQ 

color space. Several experiments were carried out in order to justify the important features and SVM 
kernel based on the dataset utilized in this study. The method evaluation was carried out using several 
feature sets extracted at RGB, HSV, YIQ, and YCbCr color spaces, which fed into SVM classifiers with 
different kernels: linear, polynomial, sigmoid, and RBF. In each kernel, four feature sets were generated 
from different color spaces. Therefore, a total of 15 features were tested on the classifier. The 
classification has been done by 10-fold cross-validation with a dataset consisting of 1000 images (each 
class consists of 200 images) divided into five classes, namely Asem Arang, Blekok Warak, Gambang 
Semarangan, Kembang Shoes, and Semarangan. The method performance was assessed using three 
evaluation parameters: precision, recall, and accuracy. A comparison of the performance of the Batik 
Semarang classification method for each feature set using various SVM kernels is summarized in Table 
1. 

Table 1.  Performance comparison of the color features in different color spaces with various kernels of SVM 
classifier 

Color Spaces 
Evaluation 

Parameters 

SVM Kernels 

Linear Polynomial Sigmoid RBF 

RGB 

Precision 85.5% 92.7% 87.7% 86.6% 

Recall 84.9% 92.6% 86.8% 86.5% 

Accuracy 84.9% 926% 86.8% 86.5% 

HSV 

Precision 92.7% 100% 99.9% 98.8% 

Recall 92.6% 100% 99.9% 98.8% 
Accuracy 92.6% 100% 99.9% 98.8% 

YIQ 
Precision 100% 100% 100% 100% 

Recall 100% 100% 100% 100% 
Accuracy 100% 100% 100% 100% 

YCbCr 
Precision 89.3% 98.8% 100% 99.5% 

Recall 86.1% 98.8% 100% 99.5% 
Accuracy 86.1% 98.8% 100% 99.5% 
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Table 1 shows the varying performance of the proposed method. The features extracted based on 
RGB color space indicate that they were not discriminatory enough to classify the five classes of 
Semarang Batik. Since the failures to achieve the highest accuracy values, based on four kernels, only 
one kernel was polynomial, which achieved the accuracy value of 90%, while other kernels were only up 
to 80%. The resulting performance based on RGB color space obtained the lowest accuracy value of 
84.9% using a linear function kernel, followed by the RBF, sigmoid, and polynomial kernels which 
achieved an accuracy of 86.5%, 86.8%, and 92.6%. Meanwhile, the HSV and YCbCr color space achieved 
an accuracy of 1 using polynomial and sigmoid kernels. In HSV color space, the use of kernels other 
than polynomials achieved an accuracy of more than 0.9, where linear, sigmoid, and RBF reach 92.6%, 
99.9%, and 98.8%, respectively. In the YCbCr color space, the method's performance using the linear 
kernel yielded an accuracy value of 86.1, while in the polynomial and RBF kernel, it achieved 98.8 and 
99.5. Furthermore, the YIQ color space achieved the highest performance indicated by the accuracy value 
achieved of 100% in the implementation of all kernels. It indicated that YIQ was the most suitable color 
space to be applied to the dataset used in this study and showed that using color features solely was 
powerful to achieve optimal performance. The details of the classification results for each color space in 
the dataset consisting of five classes: Asem Arang (AA), Blekok Warak (BW), Gambang Semarangan 
(GS), Kembang Sepatu (KS), and Semarangan (S) are shown in Fig. 7 

 

Fig. 7.  Confusion matrix for Semarang Batik classification with various color spaces using different kernels. 
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 In Fig. 7, it can be seen the most errors occur in the Gambang Semarangan class, which is classified 
into the classes of Asem Arang and Semarangan, as well as the Gambang Semarangan class. This is due 
to the fact that the primary colors tend to be visually similar. Although the YIQ color space was 
unsuccessful in discriminating between performance and accuracy, it did achieve an accuracy value of 
100%, meaning that there was no misclassified data. 

  In the following, Table 2 was summarized the performance result of the fabric classification method 
from several previous studies and the proposed method as well in order to give an overview of the 
development studies related to various Batik classification methods. Those previous studies used the 
different methods of features extraction and classification that were implemented against the local 
datasets. There is no study yet related to the Semarang Batik classification using similar motifs as the 
dataset used in this study. 

Table 2. The summarized of previous studies regarding fabric classification 

No. Approach Accuracy 
1 The combination of GLCM, correlation-based feature selection and KNN [15] 88.9% 

2 GLCM and ANN using Backpropagation algorithm menerapkan the Levenberg-Marquardt 
algorithm training methods [11] 

86.1% 

3 Features extraction applied MU2ECS-LBP algorithms, while the classification implemented 
using KNN and ANN [10] 

99% 

4 Texture features using GLCM and color features based on RGB color space using SVM [16] 97.8% 

5 The combination of GLCM and QSVM [17] 94.6% 

6 The combination method of Intertwined frame vector and GLCM with the classifiers of KNN 
and random forest [26] 

82.6% 

7 Convolutional neural networks with high similarity and large differences in sample size, such as 
kinky-filling vs. transfer-knot, and broken pick vs. stand-indicator [27] 

96% 

8 A new texture descriptor called completed local quartet patterns (CLQP) [28] 97.7% 

9 The Genetic Algorithm Gabor Faster R-CNN (Faster GG R-CNN) [29] 94.6% 

10 Proposed method using color moment based on YIQ colors space and SVM 100% 

4. Conclusion 
 This study aimed to investigate the performance of color features in the classification of Batik, which 
were divided into five categories: Asem Arang, Blekok Warak, Gambang Semarangan, Kembang Sepatu, 
and Semarang. The color moment was used to extract the features, including the mean, standard 
deviation, median, minimum, and maximum values. These features were formed based on YIQ color 
space in each channel; hence 15 features were derived. Subsequently, the features were fed into the SVM 
classifier using four kernels: linear, polynomial, sigmoid, or RBF, in order to get the appropriate color 
space. The proposed method was tested on 1000 images, with 200 images in each class. The classification 
results reveal that the suggested method achieves the best performance, as evidenced by high precision, 
recall, and accuracy values of 100%. The result indicated the YIQ is the appropriate color space employed 
against the dataset used in this study because it yielded maximum performance on all kernels of SVM. 
This study has the potential to develop and improve to generate a smaller number of powerful and 
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discriminatory features. Therefore, the implementation of the features selection method is required. 
Consequently, efficiency can be increased while calculation time is reduced. 
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